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1. Data Mining: Introduction

1.1 Definition 
Data mining, sometimes referred as Knowledge Discovery in Database (KDD), is the process for the non-trivial extraction of implicit, previously unknown and potentially useful information such as knowledge rules, constrains and regularities from data stored in repositories using pattern recognition technologies as well as statistical and mathematical methods. Data mining helps to predict future trends and behaviors, allowing businesses to make knowledge-driven decisions. Applied properly, data mining will help companies to increase revenues and to reduce costs enormously. 

There are three major steps in data mining process: describe the data, build and test the model, and verify the model. In the first step, data is collected, explored and visualized correctly using statistical methods, charts and graphs and so on. In the second step a predictive model is built based on patterns determined from known results. Finally, the model needs to be empirically verified. 

Data mining differs from Online Analytical Processing (OLAP), although they can complement each other. OLAP is part of the spectrum of decision support tools. While traditional query answers “what is in the database”, OLAP answers “why certain things are true”. In OLAP, the user first forms a hypothesis about a relationship, then use this tool to test whether this statement is true. If not, form another hypothesis and verify it again. Data mining differs from OLAP in the sense that instead of make hypotheses, data mining automatically uses data to uncover certain patterns. Rather than answering “why it is true or not true”, it answers “what is likely to happen”. So, we can say that OLAP is a deductive process, while data mining is an inductive process. For huge database and complex patterns, data mining does better than OLAP.

1.2 Foundations of data mining 

Data mining is ready for application in the business community because it is supported by three technologies that are now sufficiently mature: 
· Massive data collection 

In data acquisition, nowadays the widespread use of bar code for most commercial products, the computerization of many business and government transactions, and the advances in data collection tools have provided us with huge amount of data. Today databases are growing at unprecedented rates. More and more commercial databases are beyond the gigabyte level.

· Powerful multiprocessor computers 

The rapid development in computer hardware and software also enables greatly the data mining process. First, the dramatic 99% drop in the price of computer disk storage in the last few years has rapidly changed the economics of collecting and storing massive data. Second, the upgrade of CPU generation of computers allows the further drop on the cost curve. Finally, the parallel computer architecture meets the need of improved computational engines required by complex data mining process. Virtually all servers today support multiple CPUs using symmetric multi-processing, and clusters of these SMP servers can be created that allow hundreds of CPUs to work on finding patterns in the data. 

· Data mining algorithms 

Data mining algorithms embody techniques that have existed for at least 10 years, but have only recently been implemented as mature, reliable, understandable tools that consistently outperform older statistical methods.

1.3 Challenges of data mining

Extracting useful information from the database is a complex and difficult process. The challenges data mining faces are:

· Ability to handle different types of data

There are many different kinds of data, such as hypertext, multimedia data, and spatial data. It is ideal that a data mining technique is robust and powerful enough to handle all kind of data, but it is impractical. In reality, different data mining systems are built to deal with different kind of data. 

· Graceful degeneration of data mining algorithms

To build efficient and scalable data mining algorithms is always one of the targets of data mining research. The realization of data mining algorithms should be predictable and acceptable as the size of the database increases. 

· Valuable data mining results

Data mining system should be able to handle noise and exceptional data efficiency. The discovered information must precisely depict the contents of the database and be beneficial for certain applications. 

· Representation of data mining requests and results

Data mining systems should allow users to discover information from their own perspectives and provide users the information in the forms that are comfortable and easy to understand. High-level query languages and graphical user interface is employed to express data mining requests and the discovered information. 

· Mining at different abstraction levels

It is very difficult to specify exactly what to look for in a database or how to extract useful information from a database. Moreover, different users hold different expectations from the same database. So, It is important that the data mining systems could allow the users to mine at different abstraction levels. 

· Mining information from different sources of data

In the ages of Internet, Intranets, Extranets, and data warehouses, many different sources of data in different formats are available. Mining information from heterogeneous database and new data formats can be challenges in data mining. The data mining algorithms should be flexible enough to handle data from different sources.

· Protection of privacy and data security

Data mining is a threat to privacy and data security. When data can be viewed by many different users and at different abstraction levels, it threatens the goal of storing data secured and guarding against the intrusion on privacy. For example, It is easy to compose a profile of an individual with data from various sources.

1.4 Data mining, machine learning and statistics

Data mining takes advantages of advances in the fields of artificial intelligence (AI) and statistics. These two disciplines have been working on problems of pattern recognition and classification, which greatly contribute to data mining algorithms. 

Data mining does not replace traditional statistical techniques. Rather, It is an extension of statistical methods. Traditional statistics was based on elegant theory and analytical methods, which worked quite well on the modest amounts of data being processed. The increased power of computers and their low cost, coupled with the need to analyze huge volumes of data, have allowed the development of new techniques based on a brute-force exploration of possible solutions. These new techniques include neural nets and decision trees that are employed by data mining. On the other side, data mining is different from traditional statistics. The traditional statistics is assumption driven, which means that a hypothesis is formed and validated against the data. Data mining is in contrast discovery driven in the sense that patterns and hypothesis are automatically extracted from data. 

In a word, data mining employs AI and statistical techniques to build predictive models in order to extract useful information.

1.5 Evolution of data mining

Data mining techniques are the result of a long process of research and product development. This evolution began when business data was first stored on computers, continued with improvements in data access, and more recently, generated technologies that allow users to navigate through their data in real time. Data mining takes this evolutionary process beyond retrospective data access and navigation to prospective and proactive information delivery. In the evolution of data mining, four steps are revolutionary because they allow new business questions to be answered accurately and quickly. These four steps are shown in Table 1.

	PRIVATE
Evolutionary Step
	Business Question
	Enabling Technologies
	Product Providers
	Characteristics

	Data Collection (1960s)
	"What was my total revenue in the last five years?"
	Computers, tapes, disks
	IBM, CDC
	Retrospective, static data delivery

	Data Access (1980s)
	"What were unit sales in New England last March?"
	Relational databases (RDBMS), Structured Query Language (SQL), ODBC
	Oracle, Sybase, Informix, IBM, Microsoft
	Retrospective, dynamic data delivery at record level

	Data Warehousing & Decision Support (1990s)
	"What were unit sales in New England last March? Drill down to Boston."
	On-line analytic processing (OLAP), multidimensional databases, data warehouses
	Pilot, Comshare, Arbor, Cognos, Microstrategy
	Retrospective, dynamic data delivery at multiple levels

	Data Mining (Emerging Today)
	"What’s likely to happen to Boston unit sales next month? Why?"
	Advanced algorithms, multiprocessor computers, massive databases
	Pilot, Lockheed, IBM, SGI, numerous startups (nascent industry)
	Prospective, proactive information delivery



Table 1. Steps in the evolution of data mining

1.6 Data Mining Applications

Nowadays, the use of data mining technology is widespread in any industry. Retails use data mining techniques to refine inventory-stocking levels to reduce out-of-stock or overstocking situations and thereby improve revenue and reduce forced markdowns. A health maintenance group uses data mining to predict which of its members are most at risk of specific major illness. Among these industries, telecommunication and credit card companies are two of the leaders in applying data mining to delete fraudulent use of their services. 

Internet is everywhere right now. It has become one of the most important markets and channels in the business environment. The unstructured data format provided by the Internet environment, especially World Wide Web, poses new challenges to data mining, which usually apply to structured databases. However, the potential of web mining to help people navigate, search, and visualize the contents of Web is enormous, and the Web mining is feasible in practice. For example, data mining tools adapting the Internet technology can provide a targeted banner campaign, rich media, a storefront, a promotion, or direction email. Data mining has been recognized as one of the most important technologies in e-commerce market – especially in providing filtering techniques that are key to success of today’s top Internet markets. 

Data mining is even used for sports and entertainment solutions. 

1.7 Data mining: A magic wizard?

Data mining cannot automatically do all the work for the users. It is a tool that assists business analysts with finding patterns and relationships in the data, but it doesn’t tell the users the value of the patterns to the company. It doesn’t eliminate the need to know the data, nor can it automatically discover solutions without guidance. In contrast, reliable predictions are based on exact prescription of data and the wise choices of data mining algorithms. 

Data mining does not replace skilled business analysts or database managers, but rather give them a powerful tool to improve their job. Any company that knows its business and customers should already have many important, high-payoff patterns that its employers observed over the years. What data mining can do is to confirm these patterns and find new, subtle patterns that yield steady incremental improvement, and sometimes even breakthrough insights. 

2. A Hierarchy of Data Mining

2.1 A hierarchy of choices

To envision a hierarchy of the choices and decisions helps to avoid confusing the different aspects of each step of data mining, which include:
• Business goal

• Collecting, cleaning and preparing data

• Type of prediction

• Model type & Algorithm

• Product

At the highest level is the business goal: what is the ultimate purpose of mining this data? It can be divided into two steps, understanding the problem and listing business goals.

a) Understanding the problem: The first step to solving a problem is articulating the problem clearly. For example, common problems Web marketers want to solve are how to target advertisements, personalize Web pages, create Web pages that show products often bought together, classify articles automatically, characterize groups of similar visitors, estimate missing data, and predict future behavior. All involve discovering and leveraging different kinds of hidden patterns.

b) Listing business goals: After understanding business problems, the users have to list their business goals they want to reach after data mining. For example, the great advantage of Web marketing is that the users can measure visitor interactions more effectively than in brick-and-mortar stores or direct mail. Data mining works best when business goals are clear and measurable.

The second step is collecting, cleaning, and preparing data: Obtain necessary data from various internal and external sources. Resolve representation and encoding differences. Join data from various tables to create a homogeneous source. Check and resolve data conflicts, outliers (unusual or exception values), missing data, and ambiguity. Use conversions and combinations to generate new data fields such as ratios or rolled-up summaries. These steps require considerable effort, often as much as 70 percent or more of the total data mining effort. If the users already have a data warehouse (especially one that contains detailed transaction data), they probably have a head start on the data collection, integration, and cleaning that is needed. 

The next step is deciding on the type of prediction that’s most appropriate: (1) classification: predicting into what category or class a case falls, or (2) regression: predicting what number value a variable will have. The choice of the type of prediction will depend upon the data the users have gathered, the problem they are trying to solve and the computing tools they have available. Classification and regression represent the largest body of problems to which data mining is applied today, creating models to predict class membership (classification) or a value (regression). 

The next step is to choose the model type and algorithms: a neural net to perform the regression, perhaps, and a decision tree for the classification. There are also traditional statistical models and algorithms to choose from such as logistic regression, discriminant analysis, general linear models, genetic algorithms, and so on.  When selecting a data  mining product, be aware that they generally have different implementations of a particular algorithm even when they identify it with the same name. 

2.2 Descriptive Data Mining

Data description composes descriptions of data characteristics, typically in elementary and aggregated form. These characteristics convey an overview of the structure of the data. It helps to understand the nature of the data and to find potential hypotheses for hidden information.

2.2.1 Summarization and Visualization

Before building good predictive models, the users must understand their data. Users start by gathering a variety of numerical summaries (including descriptive statistics such as averages, standard deviations and so forth) and looking at the distribution of the data. 

Visualization simply means presenting information in pictorial form and using human recognition capabilities to detect patterns. Some of the common and very useful graphical displays of data are histograms or box plots that display distributions of values. The users may also want to look at scatter plots in two or three dimensions of different pairs of variables. The ability to add a third, overlay variable greatly increases the usefulness of some types of graphs. Visualization techniques often focus on information that is abstract, which means that many interesting classes of information have no natural or obvious physical representations.

The problem in using visualization stems from the fact that models have many dimensions or variables, but we are restricted to showing these dimensions on a two-dimensional computer screen or paper. For example, we may wish to view the relationship between credit risk and age, sex, marital status, own-or-rent, years in job, etc. Consequently, visualization tools must use clever representations to collapse n dimensions into two. Increasingly powerful and sophisticated data visualization tools are being developed, but they often require people to train their eyes through practice in order to understand the information being conveyed. Users who are color-blind or who are not spatially oriented may also have problems with visualization tools.

2.2.2 Clustering

Clustering divides a database into different groups. The goal of clustering is to find groups that are very different from each other, and whose members are very similar to each other. Unlike classification, the users don’t know what the clusters will be when they start, or by which attributes the data will be clustered. Consequently, someone who is knowledgeable in the business must interpret the clusters. Often it is necessary to modify the clustering by excluding variables that have been employed to group instances, because upon examination the user identifies them as irrelevant or not meaningful. After the users have found clusters that reasonably segment their database, these clusters may then be used to classify new data. Some of the common algorithms used to perform clustering include Kohonen feature maps and K-means.
2.3 Predictive Data Mining
Classification and regression are the most common types of problems to which data mining is applied today. Data miners use classification and regression to predict customer behavior, to signal potentially fraudulent transactions, to predict store profitability, and to identify candidates for medical procedures, to name just a few of many applications. A common thread in these applications is that they have a very high payoff. Data mining can increase revenue, prevent theft, save lives, and help make better decisions. 

Numerous applications of classification and regression can be found in marketing and customer relations alone. Typical examples – which span many industries – include predicting direct mail response and identifying cross-selling opportunities. More industry-specific applications can be found in telecommunications, where data mining is used to control churn (customer attrition), and in banking or insurance where, it is used for credit-risk management and to detect fraudulent transactions or claims. 

Various data mining techniques are available for classification and regression problems, and some techniques have several algorithms.  While these techniques will produce very different models, each technique generates a predictive model based on historical data. The model then predicts outcomes of new cases. 

2.3.1 Classification
What distinguishes classification from regression is the type of output that is predicted. Classification, as the name implies, predicts class membership. With classification the predicted output (the class) is categorical. A categorical variable has only a few possible values, such as "Yes" or "No," or "Low," "Middle," or "High." 

Classification models are widely used to solve business problems such as that of the mailing list described above. It employs a set of classified examples (a training set) to develop a model that can be used as a classifier over the population of records at large. Fraud detection and credit risk applications are examples of the types of problems well suited to this type of analysis. The use of classification algorithms begins with a training set of pre-classified example transactions. For a fraud detection application, this would include complete records of activities, classified as either valid or fraudulent on a case-by-case basis. The classifier training algorithm uses these pre-classified examples to determine the set of parameters required for proper discrimination, encoding these parameters into a model called a classifier. The classifier is then tested to determine the quality of the model. The approach affects the explanation capability of the system. Once an effective classifier is developed, it is used in a predictive mode to classify new records into these same predefined classes. 

Briefly described, a classification model examines a collection of cases for which the group they belong to is already known. It then uses the data to inductively determine the pattern of attributes or characteristics that identifies the group to which each case belongs. This pattern can be used to understand the existing data as well as to predict how new instances will be classified.

Classifiers can be developed using one of a number of algorithms that fall into two categories: decision trees and neural networks. The selection of a particular approach has implications for a number of factors relating to the training and use of the classifier, including the number of examples required for training, susceptibility to "noisy" data, and the explanation capability of the system.

For decision tree-based classifiers, the parameters that define the classification model are the set of attributes that comprise the input vectors, and hence are in the same vocabulary as the domain attributes. With syntactic transformations, they can be put into sets of "if-then" rules that allow for "explanation" of the classifier’s reasoning in human terms. 

For neural network-based classifiers, model parameters are a set of weighting functions on the network layer interconnections – a purely mathematical formulation, which is opaque, when it comes to explaining the basis for classification. In some domains, the explanation capability can be critical to the acceptance of the classifier as a useful tool; in other domains, the classifier’s success rate and effect on the business is the only metric of success.

2.3.2 Regression

Regression is the oldest and most well known statistical technique that the data mining community utilizes.  Basically, regression takes a numerical dataset and develops a mathematical formula that fits the data. 

Regression predicts a specific value and is used in cases where the predicted output can take on unlimited (or at least many) possible values. The term regression is closely related to, but different from linear regression which, because it has been so broadly used, is often referred to without the adjective "linear."  Linear regression is a mathematical technique that can be used to fit variables to a line (or, when dealing with more than two dimensions, a hyperplane) and to predict values. Unfortunately, many real-world problems are not simply linear projections of previous values. For instance, sales volumes, stock prices, and product failure rates are all very difficult to predict because they may depend on complex interactions of multiple predictor variables. Therefore, more complex techniques (e.g., logistic regression, decision trees, or neural nets) may be necessary to forecast future values.

The major limitation of this technique is that it only works well with continuous quantitative data (like weight, speed or age).  If the users are working with categorical data where order is not significant (like color, name or gender) they are better off choosing another technique. 

3. Data Mining Models and Algorithms

3.1. Classical Techniques

3.1.1 Statistics

By strict definition, statistics or statistical techniques are not data mining. They were used long before the term “data mining” was coined to apply to business applications. However, statistical techniques are driven by the data and are used to discover patterns and build predictive models.

Statistical and data mining techniques are usually used in the same places and for the same types of problems (prediction, classification and discovery). They both require the same initial conditions to lead to correct results: clean data, a well-defined target to predict, and good validation to avoid overfitting. In fact, some of the common data mining techniques, such as CART, arose from statisticians. The main difference statistical and usual data mining approaches come from the fact that the last are more robust for messier real world data and easier for the users to use. Moreover, the current evolution of computer performances makes more possible the use of complex and past time-consuming data mining methods.

Statistics is by definition related to the collection and the description of data. Data mining has been defined independently of statistics, although mining data for pattern prediction is really the topic of statistics. The basis ideas of probability, independence and causality, and overfitting are the foundation on which both data mining and statistics are built.

In the current context where people have to deal with huge amount of data, statistics can help greatly by answering several important questions about the data:

· What patterns are in my database?

· What is the chance that an event will occur?

· Which patterns are significant?

· What is a high level summary of the data that gives me some idea of what is contained in my database?

One of the great values of statistics is in presenting a high level view of the database that provides some useful information without requiring every record to be understood in detail. In fact, the first step in understanding statistics is to understand how the data is collected into a higher-level form.

Histograms are one of the best ways to summarize data. It gives the viewer the opportunity to embrace a global vision of the certain data contained in the database. Moreover it is possible by using a histogram to build an intuition about other important factors, called summary statistics. The most frequently used include Max, the maximum value for a given predictor, Min., the minimum value for a given predictor, Mean, the average value for a given predictor, and so on.

When they are many values for a given predictor, the histogram begins to look smoother and smoother. The shape of the distribution can be calculated by an equation rather than just represented by the histogram. This data distribution can be as the histogram described by a variety of statistics. In classical statistics, the belief is that there is some true underlying shape to the data distribution that would be formed if all the possible data were collected. The objective is for the statisticians to find the best guess about this data distribution.

Many data distribution are well described by only the mean and the variance. In term of prediction, a user could make a guess at the values of a predictor, without knowing anything else, just by knowing the mean; and could also gain some basic sense of how variable the guess might be, based on the variance.

In terms of statistics, the term “prediction” is used for a variety of types of analyses that may be called “regression”. There are a variety of regression, but the basic idea is that a model is created that maps values from predictors, so that the fewest errors occur when making a prediction. The simplest form of regression is simple linear regression that contains only one predictor and a prediction. This model can be viewed as the line that minimizes the error rate between the actual prediction value and the prediction from the model. Regressions can become far more complicated according to the following possible modifications:

· More predictors than just one can be used,

· Transformations can be applied to the predictors,

· Predictors can be multiplied together and used as terms in the equation,

· Modifications can be made to accommodate response predictions that just have binary values.

3.1.2 Neighborhoods

Nearest neighbor prediction technique is one of the oldest techniques used in data mining.  The key points of the nearest neighbor techniques are:

· Used for prediction as well as consolidation,

· Space is defined by the problem to be solved (supervised learning),

· Generally, only uses distance metrics to determine nearness.

In order to predict what a prediction value is in one record, the nearest neighbor technique looks for records with similar predictor values in the historical database and use the prediction value from the record that is the nearest to the unclassified record. All the nearest neighbor techniques are among the easiest to use and understand because they work in a similar way to the way people think, by detecting closely matching example. They also perform quite well in terms of automation because many of the algorithms are robust with respect to dirty data and missing data. Finally, they are particularly adept at performing complex ROI (Return on Investment) calculations because the predictions are made at a local level.

In terms of algorithm, the nearest neighbor prediction simply states that: objects that are near each other will also have similar prediction values, thus if the users know the prediction values for one of the objects, they can predict it for its nearest neighbors.

One of the classic areas that nearest neighbor has been used for prediction has been in text retrieval. The problem to be solved in text retrieval is one in which the end user defines a document and solicits the system to find more documents “like” this one. The nearest neighbor technique is used to find other documents that share important characteristics with those documents that have been marked as interesting. But, nearest neighbor techniques can be used as well in many other situations. Its successful use is mostly dependent on the pre-formatting of the data, so that nearness can be calculated and where individual records can be defined. Then, it is necessary to use, prior to the real prediction, training records to adapt the algorithm to the particular situation considered. This training record tells explicitly to the algorithm how it will have to decide in front of a real situation.

One of the improvement that is usually made to the basic nearest neighbor algorithm is to take a vote from the K nearest neighbors rather than just relying on the sole nearest neighbor to the unclassified record. Thus if an unclassified record has a deficient nearest neighbor but is surrounded almost exclusively by records that are good credit risks, the prediction will not be corrupted by the nearest neighbor. The prediction accuracy for the system is increased by simply taking the majority of plurality of predictions from the K nearest neighbors if the prediction column is a binary or categorical, or taking the average value of the prediction column from the K nearest neighbors.

Another important aspect of any system that is used to make predictions is that the user be provided with not only the prediction, but also some sense of the confidence in that prediction. The nearest neighbor algorithm provides this confidence information in a number of ways. If the neighbor is very close or an exact match, then there is a much higher confidence in the prediction than if the nearest record is a great distance from the unclassified record. The degree of homogeneity among the prediction within the K nearest neighbors can also be used. If all the nearest neighbors make the same prediction, there is a much higher confidence in the prediction than if half the records made one prediction and the other half made another decision.

3.1.3 Clustering

Clustering is the method by which like records are grouped together. Usually, this is done to give the end user a high level view of what is going on in the database. Clustering is sometimes used to mean segmentation.

In clustering techniques, elements are grouped according to common characteristics such as demographic information, income etc. This clustering information is then used by the end users to tag the customer in their database. Once this is done, the business user can get a quick high-level view of what is happening within a cluster. Once the business user has worked with these codes for some time, they also begin to build intuitions about how these different customers clusters will react to the marketing offers particular to their business. Sometimes, clustering is performed not so much to keep records together as to make easier to see when one record sticks out from the rest.

The nearest neighbor algorithm is basically a refinement of clustering, in the sense that they both use distance in some feature space to create either structure in the data or predictions. The nearest neighbor algorithm is a refinement because part of the algorithm usually is a way of automatically determining the weighting of the importance of the predictors and how the distance will be measured within the feature space. Clustering is one special case of this, in which the importance of each predictor is considered to be equivalent.

In the best possible case, clusters would be built in which all records within the cluster had identical values for the particular predictors that were being clustered on. This would be the optimum in creating a high level view because knowing the predictor values for any member of the cluster would mean knowing the values for every member of the cluster, no matter how large the cluster was. Creating homogeneous clusters in which all values for the predictors are the same is difficult to do when there are many predictors and/or the predictors have many different values.

It is possible that homogeneous clusters can be created by breaking inhomogeneous clusters into smaller ones. In the extreme, this usually means creating clusters with only one record in them. The second important constraint on clustering is then that a reasonable number of clusters are formed. Reasonable is again defined by the user, but it is difficult to quantify beyond that except to say that just one cluster is unacceptable (too much generalization), and that many clusters and original records is also unacceptable. Many clustering algorithms either let the user choose the number of clusters that they want created from the database, or they provide the user a knob by which they can create fewer or greater numbers of clusters interactively after the clustering has been performed.

The key points of the clustering techniques are:

· Used most frequently for consolidating data into a high-level view and general grouping of records into like behaviors,

· Space is defined as default n-dimensional space, or is defined by the user, or is a predefined space driven by past experience (unsupervised learning),

· Can use other metrics besides distance to determine nearness of 2 records.

For clustering, the n-dimensional space is usually defined by assigning one predictor to each dimension. For the nearest neighbor, algorithm predictors are also mapped to dimensions, but then those dimensions are stretched or compressed, based on how important the particular predictor is in making the prediction. The stretching of a dimension effectively makes that dimension more important than the others in calculating the distance.

There are two main types of clustering techniques: those that create a hierarchy of clusters and those that do not. The hierarchical clustering techniques create a hierarchy of size increasing clusters. The main reason for this is that clustering is an unsupervised learning technique, and as such, there is no absolutely correct answer. For this reason and depending on the particular application of the clustering, fewer or greater number of clusters may be desired. With a hierarchy of clusters defined, it is possible to choose the number of clusters that are desired. Exactly how many clusters should be formed is a matter of interpretation. The advantage of hierarchical clustering methods is that they allow the end user to choose form either many clusters or only a few. The hierarchy of clusters is usually viewed as a tree, where the smallest clusters merge together to create the next high level of clusters and so on. With such hierarchy of clusters, the user can determine what the right number of clusters is to adequately summarize the data while still providing useful information.

There are two main types of hierarchical clustering algorithms:

· Agglomerative. Agglomerative clustering techniques start with as many clusters as there are records where each cluster contains just one record. The clusters that are nearest each other are merged together to form the next largest cluster. This merging is pursued up to the top of the hierarchy.

· Divisive. Divisive clustering techniques take the opposite approach from agglomerative techniques. These techniques start with all the records in one cluster, and then try to split that cluster into smaller pieces and then in turn to try to split those smaller pieces.

The non-hierarchical techniques in general are faster to create from the historical database, but require that the user make some decision about the number of clusters desired or the minimum nearness required for two records to be within the same cluster. These non-hierarchical techniques often are run multiple times, starting off with some arbitrary or even random clustering and then repeatedly improving the clustering by shuffling some records around. There are two main non-hierarchical clustering techniques. Both of them are very fast to compute on the database, but have some drawbacks. The first are the single pass methods (each record of the database is read only once). The other techniques are called reallocation methods. They are based on the movement or reallocation of records from one cluster to another, in order to create better clusters. The reallocation techniques do use multiple passes through the database, but are relatively fast in comparison with the hierarchical techniques.

The advantage of hierarchical clustering over non-hierarchical clustering is that the clusters are defined solely by the data (not by the user), and that the number of clusters can be increased or decreased by simple moving up and down in the hierarchy.

3.2 Next Generations

3.2.1 Decision Tree

As its name implies, a decision tree is a predictive model that can be viewed as a tree. Specifically, each branch of the tree is a classification question, and the leaves of the tree are partitions of the dataset with their classification. It is a way of representing a series of rules that lead to a class or value. 

For example, to classify loan applicants as good or bad credit risks, a simple decision tree in Figure 1 illustrates all the basic components of a decision tree: the decision node, branches and leaves.

The first component is the top decision node, or root node, which specifies a test to be carried out. The root node in this example is “Income > $40,000”. The results of this test cause the tree to split into branches, each representing one of the possible answers. In this case, the test “Income > $40,000” can be answered either “yes” or “no,” and so we get two branches.
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Figure 1. A simple classification tree.

Depending on the algorithm, each node may have two or more branches. For example, CART (Classification and Regression Trees) generates trees with only two branches at each node. Such a tree is called a binary tree. When more than two branches are allowed it is called a multi-way tree. Each branch will lead either to another decision node or to the bottom of the tree, called a leaf node. By navigating the decision tree the users can assign a value or class to a case by deciding which branch to take, starting at the root node and moving to each subsequent node until a leaf node is reached. Each node uses the data from the case to choose the appropriate branch. 

Armed with this sample tree and a loan application, a loan officer could determine whether the applicant was a good or bad credit risk. An individual with “Income > $40,000” and “High Debt” would be classified a “Bad Risk,” whereas an individual with “Income < $40,000” and “Job > 5 Years” would be classified a “Good Risk.”  

Decision trees are grown through an iterative splitting of data into discrete groups, where the goal is to maximize the “distance” between groups at each split. 

One of the distinctions between decision tree methods is how they measure this distance. While the details of such measurement are beyond the scope of this introduction, the users can think of each split as separating the data into new groups, which are as different from each other as possible. This is also sometimes called making the groups purer. Using our simple example where the data had two possible output classes — Good Risk and Bad Risk — it would be preferable if each data split found a criterion resulting in “pure” groups with instances of only one class instead of both classes. 

Decision trees, which are used to predict categorical variables, are called classification trees because they place instances in categories or classes. Decision trees used to predict continuous variables are called regression trees. 

The previous example has been very simple. The tree is easy to understand and interpret. However, trees can become very complicated. Imagine the complexity of a decision tree derived from a database of hundreds of attributes and a response variable with a dozen of output classes. Such a tree would be extremely difficult to understand, although each path to a leaf is usually understandable. In that sense a decision tree can explain its predictions, which is an important advantage. However, this clarity can be somewhat misleading. For example, the hard splits of decision trees imply a precision that is rarely reflected in reality. (Why would someone whose salary was $40,001 be a good credit risk whereas someone whose salary was $40,000 not be?) Furthermore, since several trees can often represent the same data with equal accuracy, what interpretation should be placed on the rules? 

Decision trees make few passes through the data (no more than one pass for each level of the tree) and they work well with many predictor variables. As a consequence, models can be built very quickly, making them suitable for large data sets.

Trees left to grow without bound take longer to build and become unintelligible, but more importantly they overfit the data. Tree size can be controlled via stopping rules that limit growth. One common stopping rule is simply to limit the maximum depth to which a tree may grow. Another stopping rule is to establish a lower limit on the number of records in a node and not do splits below this limit.

An alternative to stopping rules is to prune the tree. The tree is allowed to grow to its full size and then, using either built-in heuristics or user intervention, the tree is pruned back to the smallest size that does not compromise accuracy. For example, a branch or subtree that the user feels is inconsequential because it has very few cases might be removed. CART prunes trees by cross validating them to see if the improvement in accuracy justifies the extra nodes.

A common criticism of decision trees is that they choose a split using a “greedy” algorithm in which the decision on which variable to split doesn’t take into account any effect the split might have on future splits. In other words, the split decision is made at the node “in the moment” and it is never revisited. In addition, all splits are made sequentially, so each split is dependent on its predecessor. Thus all future splits are dependent on the first split, which means the final solution could be very different if a different first split is made. The benefit of looking ahead to make the best splits based on two or more levels at one time is unclear. Such attempts to look ahead are in the research stage, but are very computationally intensive and presently unavailable in commercial implementations.

Furthermore, algorithms used for splitting are generally univariate; that is, they consider only one predictor variable at a time. And while this approach is one of the reasons the model builds quickly — it limits the number of possible splitting rules to test — it also makes relationships between predictor variables harder to detect.

Decision trees that are not limited to univariate splits could use multiple predictor variables in a single splitting rule. Such a decision tree could allow linear combinations of variables, also known as oblique trees. A criterion for a split might be “SALARY < (0.35 * MORTGAGE)”, for instance. Splitting on logical combinations of variables (such as “SALARY > 35,000 OR MORTGAGE < 150,000”) is another kind of multivariate split.

Decision trees handle non-numeric data very well. This ability to accept categorical data minimizes the amount of data transformations and the explosion of predictor variables inherent in neural nets.

Some classification trees were designed for and therefore work best when the predictor variables are also categorical. Continuous predictors can frequently be used even in these cases by converting the continuous variable to a set of ranges (binning). Some decision trees do not support continuous response variables (i.e., will not build regression trees), in which case the response variables in the training set must also be binned to output classes.

A number of different algorithms may be used for building decision trees including:

· CART (Classification And Regression Trees). It is a data exploration and prediction algorithm developed by Leo Breiman, Jerome Friedman, Richard Olshen, and Charles Stone. It is nicely detailed in their 1984 book, Classification and Regression Trees. Predictors are picked as they decrease the disorder of the data. In building the CART tree, each predictor is picked based on how well it teases apart the records with different predictions.

· CHAID (Chi-squared Automatic Interaction Detection). This other popular decision tree technology is similar to CART in that it builds a decision tree, but it differs in the way that it chooses its splits. 

3.2.2 Neural Networks

Neural networks are data models that simulate the structure of the human brain. Like the brain, neural networks learn from a set of inputs and adjust the parameters of the model according to this new knowledge to find patterns in data.
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Figure 2. Neural Network overview

The first step is to design a specific network architecture (that includes a specific number of "layers" each consisting of a certain number of "neurons"). The size and structure of the network needs to match the nature (e.g., the formal complexity) of the investigated phenomenon. Because the latter is obviously not known very well at this early stage, this task is not easy and often involves multiple "trials and errors."

The new network is then subjected to the process of "training." In that phase, neurons apply an iterative process to the number of inputs to adjust the weights of the network in order to optimally predict the sample data on which the "training" is performed. After the phase of learning from an existing data set, the new network is ready and it can then be used to generate predictions.
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Figure 3. Software solution for neural networks implementation

The resulting "network" developed in the process of "learning" represents a pattern detected in the data. Thus, in this approach, the "network" is the functional equivalent of a model of relations between variables in the traditional model building approach. However, unlike in the traditional models, in the "network" those relations cannot be articulated in the usual terms used in statistics or methodology to describe relations between variables (for example, "A is positively correlated with B but only for observations where the value of C is low and D is high"). Some neural networks can produce highly accurate predictions; they represent, however, a typical a-theoretical (one can say, "a black box") research approach. That approach is concerned only with practical considerations, that is, with the predictive validity of the solution and its applied relevance and not with the nature of the underlying mechanism or its relevance for any "theory" of the underlying phenomena. 

However, it should be mentioned that Neural Network techniques can also be used as a component of analyses designed to build explanatory models because Neural Networks can help explore data sets in search for relevant variables or groups of variables. The results of such explorations can then facilitate the process of model building. Moreover, now there is neural network software that uses sophisticated algorithms to search for the most relevant input variables, thus potentially contributing directly to the model building process. 

One of the major advantages of neural networks is that, theoretically, they are capable of approximating any continuous function, and thus the researcher does not need to have any hypotheses about the underlying model, or even to some extent, which variables matter. An important disadvantage, however, is that the final solution depends on the initial conditions of the network, and, as stated before, it is virtually impossible to "interpret" the solution in traditional, analytic terms, such as those used to build theories that explain phenomena. 

Neural networks are non-linear by design, but they do not require explicit specification of a functional form (such as quadratic or cubic) as does non-linear regression. The advantage is that the users do not need to have any specific model in mind when running the analysis. Also, neural networks can find interaction effects (such as effects from the combination of age and gender), which must be explicitly specified in regression. The disadvantage is that it is harder to interpret the resultant model with its layers of weights and arcane transformations. Neural networks are therefore useful in predicting a target variable when the data is highly non-linear with interactions, but they are not very useful when these relationships in the data need to be explained. 

3.2.3 Rule Induction

Rule induction is one of the most common forms of knowledge discovery. It is a technique for discovering a set of "If / Then" rules from data to classify the different cases. Because it looks for all possible interesting patterns in a data set, the technique is powerful. But it can be overwhelming with the large number of rules that can be generated. Because the rules are independent, many may contradict each other and they may not cover all possible situations. They also should not be misinterpreted to imply causality. Typically, information regarding accuracy and coverage for each case provides clues as to how significant each rule is.

It is what can be termed "goal driven" data mining in that a business goal is defined and rule induction is used to generate patterns that relate to that business goal. The business goal can be the occurrence of an event such as "response to mail shots" or "mortgage arrears" or the magnitude of an event such as "energy use" or "efficiency". Rule induction will generate patterns relating the business goal to other data fields (attributes). The resulting patterns are typically generated as a tree with splits on data fields and terminal points (leafs) showing the propensity or magnitude of the business event of interest.

As an example of tree induction data mining consider this data table that represents captured data on the process of loan authorization. The table captures a number of data items relating to each loan applicant (sex, age, time at address, residence status, occupation, time in employment, time with the bank and monthly house expenses) as well as the decision made by the underwriters (accept or reject). 
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Table 2. Rule induction results

The objective of applying rule induction data mining to this table is to discover patterns relating the decisions made by the loan underwriters to the details of the application.
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Figure 4. Patterns discovery

Such patterns can reveal the decision making process of the underwriters and their consistency, as shown in this tree. It reveals that the time with the bank is the attribute (data field) considered most important with a critical threshold of 3 years. For applicants that have been with the bank over 3 years the time in employment is considered the next most important factor, and so on. The tree below reveals 5 patterns (leafs) each with an outcome (accept or reject) and a probability (0 - 1). High probability figures represent consistent decision making. 

The majority of data miners who use tree induction will most probably use as in automatic algorithm, which can generate a tree once the outcome and the attributes are defined. Whilst this is a reasonable first cut for generating patterns from data, the real power of tree induction can be gained using the interactive (incremental) tree induction mode. This mode allows the user to impart his/her knowledge of the business process to the induction algorithm. In interactive induction, the algorithm stops at every split in the tree (starting at the root) and displays to the user the list of attributes available for activating a split, with these attributes being ranked by the criteria of the induction engine for selecting attributes (significance, entropy or a combination of both). The user is also presented with the best split of attribute values (threshold or groups of values) according to the algorithm. The user is then free to select the top ranking attribute (and value split) according to the algorithm or select any other attribute in the ranked list. This allows the user to override the automatic selection of attributes based on the user's background knowledge of the process. For example, the user may feel that the relationship between the outcome and the best attribute is a spurious one, or that the best attribute is one that the user has no control over and should be replaced by one that can be controlled.

Conclusion

Data mining offers great promise in helping organizations uncover patterns hidden in their data that can be used to predict the behavior of customers, products and processes.

Because of the complexity and diversity of the business decisions, a single data mining technique is not sufficient for addressing every problem.

To get the “best” model, several different models should be built and different techniques or algorithms should be tried.
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